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Abstract— Position-based routing protocols make routing de- information of all the nodes in the network. Any node can
cisions based on the geographical position of the destinati of a  retrieve the position of another node using the positiouiser
packet. Such protocols scale well since they do not requireddles |, 4 architecture where the ad hoc network is integrated
to maintain explicit routes. Instead each node must know ol its . . ; .
own position, the position of its neighbors, and the positio of the with a fixed |nfrastrqgture such as a cellular-assisted aﬂ. ho
destination. Thus, a critical component of position-basedouting N€twork [7], the position server can be attached to the fixed
protocols is the position service that allows nodes to obtaithe cellular network. The integrated architecture makes th&-po
position of a destination node. . N B tion management, including the position update and pasitio

In this paper we analyze the security vulnerabilities of posion- o4 est/reply, less complex. However, in most cases, anad h
based routing protocols and virtual home region (VHR)-basd N o .
distributed position service systems. We propose methodsot petwo_rk is independent. Therefore, a position sery!ceeﬂyst
protect the position information from both external and internal 1N which one or several ad hoc nodes act as position servers
attackers. We then discuss and propose several mitigation @eh- is more appropriate in such an environment.
anisms against position abuse by internal attackers that eploit Using one centralized position server for the entire ad hoc
the position service to trace their targets. Finally, we prpose a  honyork is not practical because the server may be mobile
position verification mechanism that allows the position sevice . .
to verify that the positions reported by nodes are correct. and thus, it may not always be reachable by any node in

the network. In addition, since a server is generally not
|. INTRODUCTION more powerful than other normal node, it may become the

A mobile wireless ad hoc network consists of a group afperating bottleneck for the position management ser@oe.
mobile nodes, which communicate with each other withowtay to address the above concerns is to use a distributed
any additional infrastructure support. Routing is chaliey position service where several servers deployed in thearktw
in such a network due to the lack of fixed infrastructure, a&ct as position servers. Every node has assigned a position
well as the node mobility and the dynamic network topologgerver to which it must periodically report its position.h@t
Many routing protocols proposed for ad hoc wireless networkodes can retrieve the position of a destination node fram th
are on-demand in nature, such as AODV [1] and DSR [2]. korresponding position server. A mechanism of a distrithute
on-demand routing, a route to a destination node is esktalis position service system for mobile ad hoc networks based on
only when there is a need to route to that destination. Tlaenode’s virtual home region (VHR), is presented in [8].
route discovery is initiated by the source which broadcasts The transmission in the open medium, the autonomous
routing request in the entire network. This broadcast coresu nature of a node, and the routing dependence on unknown
significant bandwidth especially in large-size networksd a entities make an ad hoc network extremely vulnerable to
may cause a so-called "broadcast storm” [3] problem in whiaiitacks. Many attacks in ad hoc networks target the routing
the wireless channel is used mostly for control signaling. protocol [9], [10], by attacking the routing or the data pack

One solution proposed to address the broadcast storm prets. For example, an attacker can forge, modify, or replay
lem is using position-based routing protocols [4], [5]. Bucrouting packets, which can lead to discovering non-optimal
protocols make routing decisions based on the geographioaladversarial-controlled routes or can eavesdrop the data
position of the destination of a packet. The approach does m@nsmission, learning unauthorized information. An ckiéa
require nodes to maintain explicit routes or to use broadca&sn drop packets preventing routes from being establisred,
for route discovery, resulting in increased scalabilitystead creating significant data loss in the network.
each node must know only its own position, the position of its In addition the these attacks, positioning-based routiog p
neighbors, and the position of the destination. The pasitib tocols are also vulnerable to new attacks targeting theiposi
the destination is carried along the route, such that a souservice. Since the position information is not protectedl, a
or a forwarding node can determine its next hop locally, battacker can use it to conduct more efficiently attacks ssch a
selecting the closest node to the destination. eavesdropping, jamming, and wormhole. An attacker can also

A node can obtain its own position through the Globalend false position reports to disrupt the position seraice
Positioning Service (GPS) system [6], while its neighborsbuting, or abuse the position service and misuse the pasiti
positions can be obtained through a local information eiformation to trace particular targets or learn the togglo
change. The position of the destination is usually obtained the network. While secure routing in ad hoc networks
using a position service system that maintains the positiogceived significant attention [9], [10], [11], [12], [13ess
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In this paper, we address security concerns in the context _VHR
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major contributions are listed as follows: * . Posiion request
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attacks in positioning routing protocols and distributed < positon update . ®
position service systems. \O
« We propose a position verification mechanism that al-
|OWS.serv_erS to Verify the pO-SitionS Of reporting no,qes (: gzrr\z:fg{r}‘:ﬁe requestee (Ad hoc node in the VHR
and identify nodes who intentionally send false position - ) N )
information. The mechanism relies on polling and varies™9: 1+ Position management in a VHR-based position sersystem.
the transmitting power when sending the polling message
to increase the accuracy of the position verification.

We desian mechanisms to protect the position infoi§ determined by the node density and the ad hoc radio
) mation f?om either external 2r internal aritackers Wh[ransmission range [14]. The position update message ts sen
90 all the servers residing in its VHR. Since the position of

do not follow the position retrieving procedure. Our

scheme has a low overhead by using both symmetric atr?(? VHR center is known, the routing between an ad hoc

public-key based cryptographic protocols to balance tﬁ]é)de and its position servers can be done also by using a

communication and computation cost position-based routing algorithm, by forwarding the piosit
We design a position m!osuse detectic.Jn mechanism th2 date message toward the VHR center. Once a server in the

. L . R receives the message, it will distribute the informatio
constraints a node to use the position information ob- ) ) "
. . . . o all the other servers via local flooding. The position upda
tained from the position service for routing only. The

scheme identifies an internal attacker who abuses tw%\s/sage is broadcasted once by every server in the VHR.
position service system to trace potential targets, hen a node, i.e., a requester, needs the position of another

. . ._nhode, i.e., the position of the requestee, the requestédr wil
The rest of the paper is organized as follows. In Section dbng aposition requestmessage to the requestee’s VHR.

we introduce th_e VHR-base(;ddlstrlbuted _posmlon S&;_V_'%e routing for the position request also is position-baged
system. In Section |ll, we address security vulneral It'erouting request has to be received by only one position serve

regarding to position-based routing protocols. In Sectldn ,, has the requested information. This server sends back a
we present the network and security assumptions used in '}gb%ition reply following the reverse route

work. In Section V we give the details on the proposed seguri The position servers are mobile nodes, thus the group of

mitigating me_chanisms for position verificaFion, POSitip"_)' osition servers for an ad hoc node is not fixed. A server
tection and misuse. The related works are listed in Sectipn \ynoving into a node’s VHR will become a new member of
that group of servers, while a server moving out of the VHR
II. VHR-BASED DISTRIBUTED POSITION SERVICE will no longer serve that node. The VHRs for different nodes

SYSTEM may overlap with each other. A node in the overlapped area
e\pﬂll act as a server for multiple nodes.

followed by the conclusion and future work in Section VII.

In this section, we describe a distributed service syst

based on VHRs. B. AO2P: Routing Algorithm for Position Management

A. System Overview In a VHR-based position service system, position-based

In a VHR-based position service system, an ad hoc nodmuting protocols can be used for position update and wetrie
is assumed to be able to obtain its own geographic positiblowever, position-based routing uses local position emgka
through position techniques such as GPS. Each node hasneong the neighboring nodes. This may lead to position in-
virtual home region (VHR) which is a geographical regioformation leakage. To address this problem, we use an ad hoc
around a fixed center. The relationship between a node idem-demand position-based private routing algorithm, rtame
tifier and its VHR center is given by a hash function. Thi&O2P [14], to route the control messages of the position
function is predefined and known by all the nodes who joiservice system. AO2P forwards packets based on destifgation
the network, so that other nodes can acquire a node’s positjsition, which is carried in the route discovery message. A
by sending position requests to the corresponding VHR. Théher geographic routing protocols, AO2P searches foremut
basic operations for a VHR-based distributed service mystén a greedy manner, i.e., a previous hop will find a node who
are illustrated in Fig. 1. In the figure, the requester stédnds can “move” its packet closest to the destination to be thé nex
a node that needs the position of another node, the requestep. Unlike other geographic protocols, in AO2P, a node does
stands for the node whose position is requested. not need to report its updated positions to the neighborgwh

An ad hoc node updates its position when the distaniessential for position protection.
between its current position and the latest reported positi Since the previous hop does not know the positions of its
becomes greater than a threshold value. This threshole vaheighbors, it can not decide its next hop directly. Instead,



the next hop is determined by the contention among tlas aninternal attacker An internal attacker can abuse the
neighboring nodes. In AO2P, neighbors of a previous hop gesition services by continuously sending position retpuits
divided into classes of different priorities. A node cloger the position servers to obtain the exact trajectory of itgeh
the destination has a higher priority, and normally wins thar learn the network topology.

contention to become the next hop. Generally, the class for 8A node under adversarial control can also intentionally
node is assigned based on how close it is to the destinatipmvide false positions. As position-based routing reles
There are special rules for node classifications. For examptorrect positions, a false position of the destination veBult
upon receiving a position update, a node inside a VHR hasraa routing failure. A false position from an attacker may
higher priority over a node outside a VHR so that the positianake a neighbor to believe that the attacker is the closest to
update can be delivered to the VHR. the destination. This neighbor then may select the attaaker
the next hop and forward packets to it, allowing the attacker

IIl. ATTACKS AGAINST POSITION-BASED ROUTING AND to obtain control of significant traffic.

POSITION SERVICES

Traditional attacks in ad hoc routing, such as jamming, IV. ASSUMPTIONS
packet dropping, modification, fabrication or replay, aedidl _ i _
of service (DoS), can also be conducted against position-lnth's sectlon,we_ pregent the network and security assump-
based routing algorithms. In addition, position-basedingu 10ns that are used in this work. _
protocols can be indirectly attacked, by disrupting theitims a) Network AssumptionsThe network consists of a set
service system or by taking advantage of the position servi©f nodes and a set of servers that implement the position ser-
The position service also uses position-based routing f4Fe: All nodes are uniformly distributed in the network.dan _
position management. Thus, attacks against the routinigprdMoVve randomly with an average speed. Each node can obtain

col targeting the position management messages can makelth@Wwn geographic position through GPS. Unless otherwise
position service system to function incorrectly. As thesesm SPecified, all the nodes have the same transmitting power and

sages are sent in plain text and without integrity verifmatan Consequently the same transmission range. The receivigg ra
attacker can change the position information carried irpie O @ node is identical to its transmission range.
sition update or reply. This can allow an attacker to modiyt  The position servers are deployed before any nodes join
identity of the requestee on a position request, so that agvrdhe ad hoc network. We assume that the wireless channel is
position is sent back to the original requester. The detstina Symmetric and that the entire network is loosely synchreuhiz
position carried in a position update or request messageohaée clock drift being of the order of milliseconds.
be transmitted in plain text for routing purposes. An ateack ~ b) Security Assumptionsn off-line certificate authority
can change the destination position carried in a positiptyre (CA) allows all nodes to obtain a pair of private and a
thus keeping the requester from getting the requestedi@osit Public key (in the form of a certificate digitally signed by
In general, these attacks can be addressed by using emerypthe CA). Each node has a pair of public and private keys
integrity and data authentication cryptographic mechasjsas Used for authentication, non-repudiation, and symmeteig k
well as employing a routing protocol such as AO2P to rougstablishment.
position management messages. The position servers are trusted and difficult to get com-
Not all attacks can be defeated by using cryptographiomised. The position servers also share a symmetric se-
mechanisms. Examples include dropping packets and deriggt group key manually configured before the servers are
of service. An intermediate node may drop a position updadéployed. The key is used to protect the confidentiality ef th
sent by a node to its position server. This can result in st@lemmunication among the servers. This group key is periodi-
position information that will prevent traffic to be routexithe cally refreshed. All the servers also share a public/pekaty
new position of that node. An attacker can also continuoughgir that identify the position service; the public key ids
send out position requests to one or a few VHRs to keep thg any node to communicate with any of the position servers.
servers busy, so that other nodes can not access the servers. c) Attacker Model: An attacker is able to eavesdrop
In addition to attacks against the routing mechanisms thethe communication channel, receive the packets within its
selves, position-based routing protocols are also vulierta receiving range, and drop, forge or modify packets passing
attacks against the position management service. An atactarough it. An attacker cannot compromise a position server
can use position information to stay close to a target, andWe assume that an attacker does not have a stronger
conduct attacks such as traffic analysis, jamming, or wotenha@omputing capability and a larger transmission range than
attack [15], more efficiently. For example, an attacker that regular node. The attacker can jam the channel efficiently
is not authorized to use the position service, referred to asly if it is close enough to its target. It can not identify a
an external attacker can eavesdrop the channel and get mode based on its transmission signatures, assuming that th
useful position by learning from the control packets whickdentifier of the sender is not carried in the transmitteckpic
carry the position information. The position service can bar it is encrypted and can not be understood by the attacker.
exploited by a compromised node that is part of the netwoillhe attacker is not able to tell whether two transmissioes ar
and authorized to obtain position information, referred tivom the same sender.



Unlike the position servers, regular nodes can be compro-1) Random Polling Position Verification Scheme:Instead
mised and under the control of an adversary, In this case, thfesending an acknowledgment upon every position update
adversary has access to all cryptographic keys stored lty thressage, the server can send it after a random number of
node. Unless otherwise specified, at this stage, it is assunpesition updates. A testing nounce is included in the acknow
that attackers do not collude and coordinate their attack. edgment. We refer to this scheme as a polling scheme and

to the acknowledgment as a polling message. The node who

V. POSITION VERIFICATION, CONFIDENTIALITY, AND has been polled has to include the testing nounce in its next

PROTECTIONAGAINST MISUSE position update. The server may also require the polled node
to reply right after the polling to get testing results quyck

This section presents mechanisms designed to protect Hmwvever, this introduces more communication overhead.
position service. We first describe in Section V-A methodg th It is possible that a malicious node sends a false position
provide accurate position verification. Next, we discusw horight after it has been polled. Since the probability thas th
to provide position confidentiality from an external attack node will be polled again is low, the false report may not
or an internal attacker. Section V-B describes encryptioh abe discovered. However, the false position can not be too far
key establishment schemes for position update and retgeviaway from the real position, because the distance between
Finally, in Section V-C, we show how to prevent positiorthis position and the position in the previous update, wiigch
service misuse by an internal attacker who can continuousigrrect, should not be greater than a value
request positions of its tracing targets, by using scheimais t

require proof of legitimate usage of requested positions. /60 

A basic approach for the servers to verify whether a position s Fig. 2. Interception attack and technique against it.
reported by a node is correct, is to send a message toward
the reported position. Upon receiving a position update, th Figure 2 presents a scenario where a malicious node reports
server replies to the sender with an acknowledgment. Thgosition that is on the extended line from its VHR to itself.
acknowledgment will be routed to the sender via positiofts shown in Fig. 2, the malicious node at positidnclaims
based routing using the reported position. A random numbthat it is at position3. When a server located in a VHR sends
referred as amounce is also included in the acknowledgmenta polling message towarfl, the malicious node can intercept
The server accepts the position in the previous positiormtgdthe message. It then successfully sends a false positibiwtit
if the nounce is included in the following position updatebeing caught. We refer to this attack as therception attack
Since the acknowledgment is sent immediately after theeserv To defend against the interception attack, we propose to
receives the position update, it is unlikely that the testede mask the polling message such that the attacker does not know
can not receive it due to a broken route between the server dhat the position it reported is tested. For example, thiedes
itself. The only reason that the tested node cannot obtdivesd position carried in the polling message may not be the exact
nounce is that it reported a false position, and based on thigsition that is carried in its last position update, but sifon
position, the acknowledgment cannot be delivered to it. ~ close by. However, the attacker can still receive the messag

The server who first receives the updated message generitéshecks all the messages sent to the positions closeeto th
the nounce and distributes it with the updated position false position it reported.
other servers in the tested node’s VHR, using the symmetric/Ve propose a mechanism to mitigate the interception attack
secret key shared by all servers. In this case, if anotheeserthat does not pay the cost of the above method, by randomly
receives the following position update from the tested podgelecting another node to perform the polling. The chosen
this server can also verify the previously reported positiche node will receive the position that must be tested via a gecur
verification result is then distributed within the VHR alongommunication between the node and the position servers.
with the updated position. As shpwn in Fig. 2, a polling ‘message for testing a node

When a server sends the acknowledgment toward the @b-5 1S sent to a node aC first. The node atC' then
dated position, it must include the destination position ifprwards the message towadd. The malicious node atl
the plain text, which is necessary for position-based nguti hen cannot intercept the message. A server normally reside
Therefore, the node’s position is always disclosed to a rarmi? the overlapped area of a number of VHRs and provides
of nodes that are close to the route for the acknowledgment §8vice to several nodes. It then is able to select the thairty p
livery. Sending an acknowledgment for every position updaf/h© i not close to the connection between the tested node
thus may lead to severe position information disclosure. ' the VHR. The message is encrypted with the key shared
address the problem, we proposeadling position verification Petween the third party and the servers (referring to Sedtio
scheme. We also propose reducing the transmitting power RB) In this case, even though the tested node can intercept th

the_ POIh_ng message to improve the accuracy for the positionryis vaiue is the distance threshold value for position tgdla distance-
verification. based position update mechanisms.

A. Position Verification: A Polling Scheme



polling message during the message delivery from the server
to the third party, it cannot obtain the random number used

) R A 3 ®: The tested position
for authentication and carried in the tested message. e: The position error
It is possible that the route between the server and the " Testing Transmission rangeposition Vefificatiop Message
third party, or the route between the third party and thestbst
node, does not exist. It is also possible that the third party

is malicious and intentionally drops the test message. th bo
cases, the tested node is not able to receive the pollingagess
making the server incorrectly conclude that the tested node
provided a false position information, and diagnose it as a
malicious node. To mediate this problem, when the serves doe

not receive the testing nounce from the tested node, it polls Figure 4 depicts the probabilities that a node who inten-

few more times using different intermediate nodes. Theesenyj, 4|1y sends a false position can be caught in the worst cas

makes a decision only when the tested node fails to reply {genario. Different transmission power values for theipgll

a number .Of PO”'T‘Q m-essages. ~ message are used and therefore, different transmissigesan
2) Position Verification Accuracy: The proposed polling for the polling messageR...;, are obtained. The probability

mechanism is able to catch a false position reporter if thgat 4 node reporting a false position can be caught incsease

position it reports is far away from its real position. Howev 5 eitherR,..; decreases or the position errer,increases.

a node can report a position with a relatively small errochsu |, Fig 5, we show the simulation results for the probability

that when a polling message is sent to this reported positio catching a false position reporter in the general case. Ac
the node can sitill receive it. As shown in [14], a packlyding to both the analysis and simulation, it can be ndtice
delivered to a position can be received by a node even Whgn \yhen the transmission range for the polling message is

located at half of the ad hoc radio transmission range awgy, there is a great probability to catch a node who lies
from that position. To catch a node that intentionally réporyp gt its position even if this false position is very close t
in-accurate positions, a polling message can be transiatte \, hore this node actually is.

a lower transmitting power. The lower the transmitting powe
is, the more precise a position verification can be.

However, lowering the transmitting power may lead to a 0sl
higher number of hops of the path of the polling message,
which subsequently results in a higher communication load.
To address this problem, a server can send the polling messag
to the intermediate node using the normal transmission powe
The intermediate node can be selected as the node closest to
the tested position. This node then uses the reduced power to
transmit the polling message. A power indication is carried
in the message, according to which nodes who forward the
message will use the same power.

Figure 3 shows the worst case scenario for the position *% Positon arror (m)
verification accuracy when a malicious node reports a fals@. 4. Probability that a node sending false position carcdeght in the
position that ise away from its real position. We assume that/orst case scenario.
the polling message is received by a node that is very close to
the tested position. Since this node will broadcast theirmmll

Fig. 3. Position verification for different transmissiomge values.
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TABLE |

B. Position Confidentiality SYMBOL DEFINITIONS

An attacker can learn the position of a node by eavesdrop-

. h i, h h - cert(t) i's certificate
ping the position management messages, such as the position 1N encrypt with symmetric key K
update and the position reply messages. Encryption is deede E,r—; | encrypt with 's public key
to provide position confidentiality. In addition, a serveasho Si%"i f]'gnhv¥'th 't'_S private key
e e asn runcton
make sure that a position update comes from a legitimate node HTAC, | AMAC construction with key K

with a known identity, while a requester has to make sure that a) TEK EstablishmentSince the servers are deployed
the position reply is coming from a position server and nefefore any node joins the ad hoc network, a newly joining
an attacker. This requires authentication and integrityhef node can contact the servers in its VHR to establish a TEK
messages exchanged by the nodes and the position serveigy. The joining node then sends its servers a message in the
A simple approach to achieve information confidentialitformat:
integrity and authentication, is by using public key entigp, position(V HR), distance,
hash functions, and digital signatures. The control messags , _(u, TEK, nounce, cert(u), position(u)), sign,(h(msg)) >.
regarding to position management can be encrypted by eithgkition(V HR) is the position of the center of this node’s
the shared public key of the servers or the public key of a nodgHR. distance is the distance from it to the VHR center.
depending on the direction of the communication. While legsnce the position update is received by its next hop, the next
complex, this approach is too costly, particularly in theeca hop will carry the distance from itself to the center of VHR
of position update messages. in the position update and forward the message further. Both
On the other hand, establishing a symmetric key betwegfe carried in plain text for message delivery using the AO2P
the servers and every ad hoc node for a position update 3dtocol (see Section 1I-B). The second part is the node’s
retrieve makes the cryptographic computation cost low. Fgfentifier u, the generated TEK, the nounce, and the position
every node, each server needs to obtain its key, once sighhe node. This part is encrypted by the server's public key
a key is established by a negotiation between the node afik |ast part is a signed hash of all the information carried
any server, the key has to be flooded in the entire netwqgkthis message (denoted assg), including the information
so that every server can receive it and will be able to sery@nsmitted in plain text. This part ensures message iityegr
position requests. Such a flooding is extremely costly b8eawyng source authentication.
it generates extensive communication overhead. The server who receives the TEK initialization message will
To keep both cryptographic and communication costs loysply with an acknowledgment message. The message carries
we propose a hybrid scheme, a symmetric key is used f@& nounce that was sent by the joining node and is sent back
distributing position update messages, while the publig kg o, following the reverse route. The server will distribute
is used for position retrieving. In the VHR-based positioghe TEK and the updated position afto the rest of position
service system, a node and its servers have a relativelg stakryers within the VHR, by encrypting and HMAC-ing [17]
relationship, i.e., a node always updates its position tam  this information under the servers’ symmetric shared key.
of the servers in a fixed area. Therefore, the cost of estalis  After the TEK has been established, the following position
a symmetric key between a node and its servers can |gjates from this node will be in the format of:
amortized over many messages in case of position Updat@%ﬁositz’on(VHRLdz’stance,
On the other hand, since a requester only has a temporary,, . (position(u)), HM AC g (msg) >.
relationship with the servers of its requestee, it is notieffit \yheremsg denotes all the information in the message, includ-
to establish the symmetric key for position retrieving. hist jng the information sent in clear.
case, using public key encryption is more appropriate. Ag on  p) TEK maintenanceEach server maintains the informa-
one server needs to be contacted and reply to the requéstertibn for the nodes it serves, including nodes’ identifiere t
corresponding cost of the public key process is not sigmificapositions for the served nodes’ VHRSs, the updated positidéns
when compared with the cost when using public keys fehe nodes, and the TEKs, in a TEK table shown in TABLE II.

position updates. N Since servers are mobile, a server may serve different retdes
1) Symmetric Key Approach for Position Update: A

node updates its position to the group of servers in its VHR. TABLE Il

A symmetric key, defined as Traffic Encryption Key (TEK), _ TEK TABLE. _

can be used for position information confidentiality, inigg Noie L E;jlzozvfir \z/:j)cemer tjzvpja;id fjiltlon ;IJE;KA

and authentication. As the position servers are trusted and—g @vs.Uvs. 2v5) @5.v5.25) TEKy

can not be compromised, the group key management is less C (@ve,yve, zve) (zc,yc, 20) TEKc

complex by excluding the needs that the TEK has to be

revoked whenever a server leaves the node’s VHR. The mdifferent times. Consequently, its TEK table has to be ugdlat
procedures for TEK management are key establishment, ksyserver that just moves in a node’s VHR has to obtain
maintenance, and key revocation. the TEK from the servers who have the key. Since the local
The definitions for some notations we will use in the redtooding is used for position information distribution angon
of the subsection are listed in TABLE I. all the servers in a node’s VHR, the newly-coming server will



receive the position update message encrypted with the TEKessage. Similarly, since a position reply is encrypted by
When receiving a position update message a server will chexkequester’s public key, except for the requester, no other
its TEK table. If it finds out that it is in a new VHR and doesiodes can learn the requested position. TEK is also used to
not have the TEK for that position update, it will acquire thgenerate an HMAC of the content of the message proving the
key from the other servers. integrity and authenticity of the message. The use of digita
If at some point there is no server located in a node’s VHRignatures for the position request provides the requsster
then the TEK for that node will be lost and a newly-cominguthenticity, which guarantees that only legitimate usens
server cannot obtain the TEK to decrypt the position updatse the position services.
message. In this case, the new server has to contact theamode Cryptographic operations introduce an additional compu-
obtain the old TEK or establish a new one. Since this newljation overhead on the position management protocol. Since
coming server cannot obtain the position information eatri symmetric keys are used for position update, the correspgnd
in the position update message, to contact the node it l@smputation overhead is not significant. In contrast, tha-co
to flood the TEK rebuilt message in the entire network. Thautation load for each position retrieving is high becaddb®
message contains the position of the center of the VHR anduise of public key encryption. However, each position reinig
encrypted by the server’s private key. After the node rexeivimplies a later on route discovery process. The positicsetla
the message and confirms that the message is from a semarie discovery does not need to use flooding techniques.
it starts a new TEK establishment process. This significantly reduces the communication overheadgciwhi
¢) TEK revocation: There are two cases where a TEKompensates the cost of using public keys.
revocation is needed. One case is when a TEK has been usefhe communication overhead is mainly caused by the dis-
for too long. In this case, either a server or the node caraiait semination of position update messages. Each positionteipda
a new TEK establishment using the public key infrastructurmessage has to be locally flooded. However, the area of a
Another case is when the servers have discovered malicialdR normally is not large (especially when the server dgnsit
behavior of a served node and decide to stop providing positiis high). The corresponding communication overhead thus is
services for that node. In this case, the TEK revocatiarot significant. A region-based local flooding mechanism in
message will be distributed among the servers in the nodfl$] can be used to further reduce the overhead introduced by
VHR using the symmetric secret key shared by the servepasition updates dissemination.
Further position updates from the revoked node will no longe A large communication overhead will be generated when a
be accepted. TEK for a node is lost due to server mobility, and a server
2) Public Key Approach for Position Retrieving: A that newly enters the node’s VHR has to regain the key. A
requester sends a position request to a node’s VHR only wheastwork-level flooding has to be processed by that server to
it needs to know the node’s position. After a requester edatacontact the node. Here we analyze how frequently this may
a server in the VHR, it may never re-visit this VHR again. Thaappen in order to estimate the corresponding overhead.
public keys are thus used for position retrieving. The mgssa We initialize the time when a previous position update is

format for a position request is as follows: proceeded as. Assume that an old server leaves the node’s
< position(V HR), distance, VHR att4, a new server receives the following position update
Epi—s(r,u, nounce, cert(r)), sign,(h(msg)) >. at t,,. This new server cannot obtain the TEK from the old

where position(VHR) is the position of the center of theserver if0 < ¢4 < t,.

VHR of the requested node, distance is the distance from  Based on the results in [18], the time that a randomly moved

the requester or a forwarder of the message to the VHRunit may stay in an area can be approximated as exponentially
center. The following part of the message are the requestigstributed with a mean time of and

identifier, the requestee identifier, theunce, and the certifi- xS

cate. This part is encrypted by the server's public key. i th t= g (2)

end of the message, the overall information is hashed and [

signed byr. This provides message integrity and messageHere S and L are the area and perimeter respectively, and

origin authentication. The server sends back a positioty,repf[v] is the average speed of the mobile unit.

POSyep, as follows: A nodg updates its pqsition to its VHR when the (_jis_tance
o . between its current position and the position reportedsitaist
< Epk—r(u, nounce, position(u)), signs(h(msg)) > . update is more than a threshold value. The time between any

The routing information is not needed since thes,, can two c_:onsecutivg position upda_tes frqm a node is then equgl to
follow the reverse path 0fos,.,. The nounce indicates that the time that this n_ode stays in a circular area with a radius
the position reply is linked to the right position request. ~ Of d-. Define the time ag, and its mean as,, applying

3) Security and Overhead Analysis: The position of a Edn. (2), i
node in a position update is encrypted by the TEK shared by t, = T (3)
that node and the trusted position servers. Thereforehereit 2E[v]
an external attacker or an internal attacker can obtain theSimilarly, the time that a position server stays in a VHR,
position information by eavesdropping the position updatiefined ag,, is also exponentially distributed with a mean of




tq. If the radius of a VHR isRy g, then:

_ WRVHR
tqg= 2EN] 4

The probability that an old server is in the VHR and leaves
before the next position update so that TEK needs to be re-
established, denoted asis:

02

0.1R

fe%e] tu
p=pl0 <ty <t = /0 /O Fo (b fo (ta)dtadtn.  (5)

Probability for TEK re-intialization

Due to the memoryless feature of exponential distribution, I T I
Server density (/kmz)
ftu (tu) _ ie_%, (6) Fig. 6. Probability for TEK re-initialization upon a positi update.
(27
and . . .
1 _ta C. Techniques Against Position Abuse
Jrata) = =€ Ta. ) . g
la A compromised node can take advantage of the position
Then: service and continuously send position requests asking for
oty (®) positions of other nodes for tracking purposes or to esémat
p= to +ta network topology. We refer to such a use of position informa-

If there aren servers that received the previous ositioHOn as a position abuse.
P P We note that if the position information retrieved by a

update and have the old TEK, the TEK needs to be rFe_ uester is used for legitimate communication, then the re
initialized only when all these servers leave the VHR befolg J 9 '

the arrival of the next position update. In such a case, t uester has to build a route from the requester to its regeest

I O o us, the requestee can generatpraof for legitimate use
ipsrzgablhty for a TEK re-initialization upon a position upl of the position and can show it to the servers for further

Given a node density, the probability that there are position retrievings. The proof can be a confirmation from th

nodes in an ared), defined asP(n), is Poisson distributed, requestee showing that_ the_ reql_Jes_ter_hgs indeed built @ rout
which is: for meaningful communication with it within a reasonabtadi

after the position retrieving. It is possible that a tracanc
s cheat by building up meaningless communications between
(pSo)"e™P°. (9 tself and the requestee. It is the requestee’s respoitgitil
judge whether the communication is meaningful.

Servers keep a record about when and by whom a node’s
position has been requested. This record is necessary for
identifying the illegitimate position service users. Tleeord

> is passed to the servers who newly enter the VHR, during
Prer = Zplp(i) = ¢~ UmPpaSvan, (10)  the TEK distribution phase. Based on the record, a server tha
=1 receives a position request determines whether a requester

Let p, be the density for ad hoc nodes. The TEK relegitimate position service user and decides whether itilsho
establishment frequency in a area unit, denoted}gs, then: serve the requester. If not, the server will 1) deny the rsgue

P 2] 2) put the requester on the questionable list; 3) alert tleg; us
Fiop = Pultek _ UPu —(1=p)psSviin (11) and 4) inform other servers in the entire network.
tu mdy To prevent topology estimation, a user that does not show

We show in Fig. 6 the probability that there are no serveesy proof can only request a small number of positions for
who have the TEK in the node’s VHR and a network-levalifferent nodes. Since a position server may be in the VHRs of
flooding is needed for a server newly entering the VHR ta number of nodes, the requests from an attacker for position
contact the node and re-establish the TEK. It can be obsergdlifferent nodes may be received by the same server. I$ss le
that the server density and the size of VHR are the two maijidtely that a legitimate node sends a number of requesthior t
factors that impact this probability. When the server dgnsipositions of different other nodes without showing any ffroo
is higher, or the size of VHR is larger, the probability offherefore, the abuser can be identified. A smart tracer azth se
such a flooding is smaller. The reason is that more serveesjuests to different VHRs that do not overlap. However, in
will be in the VHR, and the probability that the TEK can behis case, the topology information it obtains is not cortgle
maintained is larger. It is also shown in the figure that when 1) Token-Based Abuser Identification: The proof can be
the servers’ density is high enough, the probability of a TEEhown to the server by either the requester or the requestee.
re-establishment is very small and can be ignored. We describe a scheme, referred to as token-based abuser

1

Let ps be the density for servers; gr be the area of a
VHR. The probability for a TEK re-establishment at a positio

update, denoted aB,., is:




identification (TBAI), where the requestee shows the prodhe simulation is conducted in a network covering an area
for legitimate position usage to the servers. of 1000m x 1000m, where the ad hoc nodes are uniformly
The position abuse is prevented by limiting the number dlistributed. The greedy geographic routing protocol isifee
times a node can obtain the position of a certain node. ligitia routing discovery. When increases, the probability decreases.
a requester is assigned a numbertafensthat allows it to Whenn = 3, this probability is small and can be ignored.
request the position of a requestee. A server records how m&imulation results also show that the probability of a nogti
tokens a requester has consumed for obtaining the posiifonsliscovery failure decreases as the node density increisiss.
the nodes it serves. When a server receives a position requeans that the initial number of tokens depends on the node
it first checks the requester’'s token record. If the requestensity, and can be a small value in a highly-dense network.
has not used up all the tokens, the server replies with the
requested position andctivatesthe counter for the token. !
The requestee includes the proof in its next position update oo,
message for token reimbursement, and sends the message to
its VHR. Since the position update will be received by all
the servers in the VHR, the server that was contacted by
the requestee for the previous request will also receive the
reimbursement message. It théeactivateghe token counter.
If the requester has used the tokens, the server will reset th
number of consumed tokens @icand inform the other servers \

o * +
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Probability of a routing failure
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within the VHR. Otherwise there is no update for the tokens. oork .
If the position update message does not indicate a proof, the S S
server will increase the token consumptionlbgnd deactivate Node density (km?)

the counter. It then distributes this new record among &l th
servers in the requestee’s VHR. Fig. 7. Probability of a routing failure for different indti default tokens.
The token record needs to be distributed within a VHR only
when the number of consumed tokens is increased or reset. In VI
a network where most nodes are legitimate, these cases are
rare. The storage consumption and communication overload3elow we review work in three areas related with the work
of the scheme is low. In addition, no public key is neede@resented in this paper: distributed position servicesition
for token-based scheme. The proof can be encrypted by usuggification, and key management in wireless ad hoc networks
TEK, the symmetric key shared between the requestee and it®istributed Position Servicesn the Grid Location Service
position servers. (GLS) [19], the area covered by the entire network is divided
2) Token Initialization: Since the position reply is sent oninto an hierarchy of grids with squares of increasing size. |
the reverse route immediately after the position servezives each level of the grids, a node is assigned an equal number
the request, it is less likely that the route between theestgu of position servers. These servers have the closest identifi
and the server is broken and consequently, the requester distance to this node’s identifier, compared with all theeoth
not receive the position reply. However, it is possible theded ad hoc nodes in the same grid. On the other hand, each node
on a retrieved position, a requester can not successfully u is a server for a number of other nodes, and has their updated
route to the requestee. In this case, a proof cannot be @ayvidoositions.
On the other side, the requester needs to send another teque#n the Distributed Location Management (DLM) [20] ser-
A server will allow a requester to initially retrieve positis vice, the area covered by the network is also divided into an
for a few times without requiring the proof. hierarchy of grids. Unlike in GLS, in DLM, for each node, its
The probability of a route discovery failure determines theosition servers are decided by whether the nodes reside in a
lower bound for how many times a requester can retrievecartain area. The positions of those grids are the hashall res
position without providing any proof. This number depends drom the node’s identifier, so that any other nodes who need
the network topology and should be larger if the probabilitihis node’s position know to which grid they should forward
of a route discovery failure is higher, otherwise a requestthe position request to. A position server is selected byualef
may not be able to build a route to the destination at all. Lethenever it moves into a grid.
Dfqil De the probability of a routing discovery failure, ande The proposed security mitigation mechanisms in this paper
the minimum number a requester can request a node positiam be used in DLM with minor modifications. It is more
without showing any supporting evidence. The probabiligtt difficult to apply the proposed security schemes in GLS
any node can build a route to its destination before all thecause in GLS, whether a node can serve another node
tokens are used up, defineds is: p, = 1-p},;. Given the depends not only on the positions of the nodes, but also on
requirement forp,., if ps,: is available,n can be calculated. the node identifiers.
Figure 7 shows the probability that a node can not build Position Securityseveral physical layer position verification
up a connection with its destination before it triestimes. schemes were proposed. In [21], verifiable multi-alteratio
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